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Preface

New to the 4th Edition 
T he 4th edition of Introductory Digital Image Process-
ing: A Remote Sensing Perspective provides up-to-date
information on analytical methods used to analyze
digital remote sensing data. T he book is ideal for intro-
ductory through graduate level university instruction
in departments that routinely analyze airborne and/or
satellite remote sensor data to solve geospatial prob-
lems, including: geography, geology, marine science,
forestry, anthropology, biology, soil science, agronomy,
urban planning, and others.

Introductory Digital Image Processing (4th edition) is
now in full-color. T his is important because many digi-
tal image processing concepts are best described and
demonstrated using a) color diagrams and illustra-
tions, b) the original digital remote sensing displayed in
color, and c) digital image processing-derived color im-
ages and thematic maps. T he reader can now examine
the color illustrations and images at their appropriate
location in the book rather than having to go to a spe-
cial signature of color plates.   

T he goal of this book has always been to take relatively
sophisticated digital image processing methods and al-
gorithms and make them as easy to understand as pos-
sible for students and for remote sensing scientists.
T herefore, the reader will notice that each chapter con-
tains a substantial reference list that can be used by
students and scientists as a starting place for their digi-
tal image processing project or research. A new appen-
dix provides sources of imagery and other geospatial
information. Below is a summary of the major content
and improvements in the fourth edition. 

Chapter 1: Remote Sensing and 
D igital Image Processing 

Greater emphasis is now placed on the importance of
ground reference information that can be used to cali-
brate remote sensor data and assess the accuracy of re-
mote sensing-derived products such as thematic maps.
T he “R emote Sensing Process” has been updated to re-
flect recent innovations in digital image processing.
Greater emphasis is now placed on the use of remote
sensing to solve local, high-spatial resolution problems

as well as for use in global climate change research.
T his chapter now includes detailed information about
the increasing demand for people trained in remote
sensing digital image processing. Information is pro-
vided from a) the N R C (2013) Future U.S. Workforce
for Geospatial Intelligence study, and b) U .S. D epart-
ment of Labor E mployment and Training Administra-
tion (U SD O LE TA, 2014) data about the 39,900
“R emote Sensing Scientists and Technologists” and
“R emote Sensing Technicians” job openings projected
from 2012–2022. Many of these geospatial occupations
require training in remote sensing digital image pro-
cessing.

Chapter 2: Remote Sensing D ata 
Collection

T his chapter provides information about historical,
current, and projected sources of remotely sensed data.
D etailed information about new and proposed satellite
remote sensing systems (e.g., Astrium’s Pleiades and
SPO T  6; D igitalGlobe’s GeoE ye-1, GeoE ye-2, W orld-
V iew-1, W orldV iew-2, W orldV iew-3; India’s CartoSat
and R esourceSat; Israel’s E R O S A2; Korea’s KO MP-
SAT ; N ASA’s Landsat 8; N O AA’s N PO E SS;
R apidE ye, etc.) and airborne remote sensing systems
(e.g., PICT O ME T R Y, Microsoft’s U ltraCAM, Leica’s
Airborne D igital System 80) are included in the fourth
edition. Technical details about decommissioned (e.g.,
SPO T  1, 2; Landsat 5), degraded (e.g., Landsat 7
E T M+ ) or failed (e.g., E uropean Space Agency E nvi-
sat) sensor systems are provided.

Chapter 3: D igital Image 
Processing H ardware and 
Software

As expected, the computer hardware (e.g., CPU s,
R AM, mass storage, digitization technology, displays,
transfer/storage technology) and software [e.g., multi-
spectral, hyperspectral, per-pixel, object-based image
analysis (O BIA)] necessary to perform digital image
processing have progressed significantly since the last
edition. Improvements in computer hardware often
used to perform digital image processing are discussed.
T he most important functions, characteristics and
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sources of the major digital image processing software
are provided. 

Chapter 4: Image Q uality 
Assessment and Statistical 
Evaluation

Basic digital image processing mathematical notation
is reviewed along with the significance of the histo-
gram. T he importance of metadata is introduced. V isu-
al methods of assessing image quality are presented
including three-dimensional representation. U nivariate
and multivariate methods of assessing the initial quali-
ty of digital remote sensor data are refreshed. A new
section on geostatistical analysis, autocorrelation, and
kriging interpolation is provided.

Chapter 5: D isp lay Alternatives 
and Scientific V isualization

N ew information is provided on: liquid crystal displays
(LCD ), image compression alternatives, color coordi-
nate systems (R GB, Intensity-Hue-Saturation, and
Chromaticity), the use of 8- and 24-bit color look-up
tables, and new methods of merging (fusing) different
types of imagery (e.g., Gram-Schmidt, regression Krig-
ing). Additional information is provided about mea-
suring distance, perimeter, shape, and polygon area
using digital imagery.

Chapter 6: Electromagnetic 
Radiation Princip les and 
Radiometric Correction

Additional information is provided about electromag-
netic radiation principles (e.g., F raunhofer absorption
features) and the spectral reflectance characteristics of
selected natural and human-made materials. U pdated
information about the most important radiometric
correction algorithms is provided, including: a) those
that perform absolute radiometric correction (e.g.,
ACO R N , F LAASH, Q U AC, AT CO R , empirical line
calibration) and, b) those that perform relative radio-
metric correction (e.g., single and multiple-date image
normalization). 

Chapter 7: Geometric Correction

Traditional as well as improved methods of image-to-
map rectification and image-to-image registration are
provided. In addition, this edition contains an expand-
ed discussion on developable surfaces and the proper-
ties and advantages/disadvantages of several of the

most heavily used cylindrical, azimuthal, and conical
map projections. MO D IS satellite imagery is projected
using selected map projections (e.g., Mercator, Lam-
bert Azimuthal E qual-area). T he image mosaicking
section contains new examples and demonstrates the
characteristics of the U SGS annual mosaic of Landsat
E T M+  data (i.e., the WELD: Web-enabled Landsat
Data project). 

Chapter 8: Image Enhancement

T he image magnification and reduction sections are re-
vised. In addition, the following image enhancement
techniques are updated: band ratioing, neighborhood
raster operations, spatial convolution filtering and
edge enhancement, frequency filtering, texture extrac-
tion, and Principal Components Analysis (PCA). T he
vegetation indices (V I) section has been significantly
revised to include new information on the dominant
factors controlling leaf reflectance and the introduc-
tion of numerous new indices with graphic examples.
Several new texture transforms are introduced (e.g.,
Moran’s I Spatial Autocorrelation) and new informa-
tion is provided on the extraction of texture from imag-
es using Grey-level Co-occurrence Matrices (GLCM).
T he chapter concludes with a new discussion on land-
scape ecology metrics that can be extracted from re-
motely sensed data.

Chapter 9: Thematic Information 
Extraction: Pattern Recognition

U pdated information on the American Planning Asso-
ciation Land-Based Classification Standard (N LCS),
the U .S. Na tional Land Cover Da tabase (NL CD)  Clas-
sification System, N O AA’s Coastal Change Analysis
Program (C-CAP) Classification Scheme, and the
IGBP Land-Cover Classification System is included.
N ew methods of feature (band) selection are intro-
duced (e.g., Correlation Matrix F eature Selection). Ad-
ditional information is provided on O bject-Based
Image Analysis (O BIA) classification methods, includ-
ing new O BIA application examples.

Chapter 10: Information 
Ex traction Using Artificial 
Intelligence

N ew information is provided on image classification
using machine-learning decision trees, regression trees,
R andom Forest (trees), and Support V ector Machines
(SV M). D etailed information is now provided on a
number of machine-learning, data-mining decision
tree/regression tree programs that can be used to devel-

A01_JENS8160_04_FMxx_pi-xxxii.pdf  27



xxviii PREFACE

op production rules (e.g., CAR T, S-Plus, R  D evelop-
ment Core Team, C4.5, C5.0, Cubist). N ew
information about advances in neural network analysis
of remote sensor data is included for Multi-layer Per-
ceptrons, Kohonen’s Self-O rganizing Map, and fuzzy
AR T MAP neural networks. A new discussion about
the advantages and disadvantages of artificial neural
networks is provided.

Chapter 11: Information 
Extraction Using Imaging 
Spectroscopy

Advances in airborne and satellite hyperspectral data
collection are discussed. Advances in the methods used
to process and analyze hyperspectral imagery are pro-
vided, including: end-member selection and analysis,
mapping algorithms, Spectral Mixture Analysis
(SMA), continuum removal, spectroscopic library
matching techniques, machine-learning hyperspectral
analysis techniques, new hyperspectral indices, and de-
rivative spectroscopy.

Chapter 12: Change D etection

T his book has always contained detailed digital change
detection information. N ew information is provided on
the impact of sensor system look angle and amount of
tree or building obscuration. Advances in binary
“change/no-change” algorithms are provided including
new analytical methods used to identify the change
thresholds and new commercial change detection
products such as E SR I’s Change Matters and MD A’s
N ational Urban Change Indicator. Significant advances

in thematic “from-to” change detection algorithms are
discussed including photogrammetric and LiD AR -
grammetric change detection, O BIA post-classification
comparison change detection, and N eighborhood
Correlation Image (N CI) change detection.

Chapter 13: Remote Sensing-
D erived Thematic M ap  Accuracy 
Assessment

T here is a significant amount of literature and debate
about the best method(s) to use to determine the accu-
racy of remote sensing-derived thematic map produced
from a single date of imagery or a thematic map de-
rived from multiple dates of imagery (i.e., change de-
tection). T he accuracy assessment alternatives and
characteristics of the debate are discussed more thor-
oughly.

Appendix: Sources of Imagery and 
O ther Geospatial Information

R emote sensing data is analyzed best when used in
conjunction with other geospatial information. To this
end, a new appendix is provided that contains a list of
selected geospatial datasets that can be evaluated and/
or downloaded via the Internet, including: digital ele-
vation information, hydrology, land use/land cover and
biodiversity/habitat, road network and population de-
mographic data, and several types of publicly- and
commercially-available remote sensor-data. Map or
image examples of the datasets are presented where ap-
propriate. 

About Our Sustainability Initiatives
Pearson recognizes the environmental challenges
facing this planet, as well as acknowledges our
responsibility in making a difference. T his book is
carefully crafted to minimize environmental impact.
T he binding, cover, and paper come from facilities
that minimize waste, energy consumption, and the use
of harmful chemicals. Pearson closes the loop by
recycling every out-of-date text returned to our
warehouse.

Along with developing and exploring digital solutions
to our market’s needs, Pearson has a strong
commitment to achieving carbon-neutrality. As of
2009, Pearson became the first carbon- and climate-

neutral publishing company. Since then, Pearson
remains strongly committed to measuring, reducing,
and offsetting our carbon footprint.

T he future holds great promise for reducing our impact
on E arth’s environment, and Pearson is proud to be
leading the way. W e strive to publish the best books
with the most up-to-date and accurate content, and to
do so in ways that minimize our impact on E arth. 

To learn more please visit: https://w w w.pearson.com /
social-im pact.htm l.
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1 REMOTE SENSING AND DIGITAL 
IMAGE PROCESSING

Scientists observe nature and man-made phenomena,
make measurements, and then attempt to test hypothe-
ses concerning these phenomena. The data collection
may take place directly in the field (referred to as in situ
or in-place data collection), and/or at some remote dis-
tance from the subject matter (commonly referred to as
remote sensing of the environment). Remote sensing
technology is now used routinely to obtain accurate,
timely information for a significant variety of applica-
tions, including: the study of daily weather and long-
term climate change; urban-suburban land-use/land
cover monitoring; ecosystem modeling of vegetation,
water, snow/ice; food security; military reconnaissance;
and many others (NRC, 2007ab, 2009, 2013, 2014).
The majority of the remotely sensed data are analyzed
using digital image processing techniques.

 Overview

This chapter introduces basic in situ data-collection
considerations. Remote sensing is then formally de-
fined along with its advantages and limitations. The re-
mote sensing–process is introduced with particular
attention given to: a) the statement of the problem, b)
identification of in situ and remote sensing data re-
quirements, c) remote sensing data collection using sat-
ellite and airborne sensor systems, d) the conversion of
remote sensing data into information using analog
and/or digital image processing techniques, and e) ac-
curacy assessment and information presentation alter-
natives. Earth observation economics are considered
along with remote sensing and digital image processing
careers in the public and private sectors. The organiza-

tion of the book is reviewed along with its earth re-
source analysis perspective.   

 In Situ Data Collection

One form of in situ data collection involves the scientist
questioning the phenomena of interest. For example, a
census enumerator may go door to door, asking people
questions about their age, sex, education, income, etc.
These data are recorded and used to document the de-
mographic characteristics of the population. 

Conversely, a scientist may use a transducer or other in
situ instrument to make measurements. Transducers
are usually placed in direct physical contact with the
object of interest. Many different types of transducers
are available. For example, a scientist could use a ther-
mometer to measure the temperature of the air, soil, or
water; an anemometer to measure wind speed; or a
psychrometer to measure air humidity. The data re-
corded by the transducers may be an analog electrical
signal with voltage variations related to the intensity of
the property being measured. Often these analog sig-
nals are transformed into digital values using analog-
to-digital (A-to-D) conversion procedures. In situ data
collection using transducers relieves the scientist of
monotonous data collection often in inclement weath-
er. Also, the scientist can distribute the transducers at
geographic locations throughout the study area, allow-
ing the same type of measurement to be obtained at
many locations at the same time. Sometimes data from
the transducers are telemetered electronically to a cen-
tral collection point for rapid evaluation and archiving. 

Source: NASA
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2 INTRODUCTORY DIGITAL IMAGE PROCESSING

Spectro-
radiometer

a. Vegetation height and GPS location 
measurement near Monticello, UT.

In Situ Measurement

b. Spectral refectance measurement 
of grassland near Monticello, UT.

d. Above-canopy calibration of a ceptometer
used to measure leaf-area-index (LAI) 

near Monticello, UT.
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c. Spectral refectance characteristics of 
the grassland in Figure 1-1b.
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FIGURE 1–1 In situ (in-place) data are collected in the field. a) Vegetation height is being measured using a simple metal rul-
er and geographic location is measured using a hand-held GPS unit. b) Vegetation spectral reflectance information is being 
collected using a spectroradiometer held approximately 1 m above the canopy. The in situ spectral reflectance measure-
ments may be used to calibrate the spectral reflectance measurements obtained from a remote sensing system. c) Spectral 
reflectance characteristics of the area on the ground in Figure 1-1b. d) The leaf-area-index (LAI) of the grassland can be mea-
sured using a ceptometer that records the number of “sunflecks” that pass through the vegetation canopy. Ceptometer mea-
surements are made just above the canopy as shown and on the ground below the canopy. These measurements are then 
used to compute in situ LAI that can be used to calibrate remote sensing–derived LAI estimates.
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CHAPTER 1  REMOTE SENSING AND DIGITAL IMAGE PROCESSING 3

Several examples of in situ data collection on a grass-
land near Monticello, UT, are demonstrated in Figure
1-1. A stake is used to mark the location of in situ sam-
ple “UPL 5” in Figure 1-1a. A hand-held Global Posi-
tioning System (GPS) unit is placed at the base of the
stake to obtain precise x,y, and z location information
about the sample with a horizontal accuracy of ap-
proximately ±0.25 m. A dimensionally-stable metal
ruler is used to measure the height of the grass at the
sample location. A hand-held spectroradiometer is
used to measure the spectral reflectance characteristics
of the materials within the Instantaneous-Field-Of-
View (IFOV) of the radiometer on the ground (Figure
1-1b). The spectral reflectance characteristics of the
grassland within the IFOV from 400 – 2,400 nm are
shown in Figure 1-1c. A hand-held ceptometer is being
used to collect information about incident skylight
above the vegetation canopy in Figure 1-1d. The scien-
tist will then place the ceptometer on the ground be-
neath the vegetation canopy present. Approximately 80
photo-diodes along the linear ceptometer measure the
amount of light that makes its way through the vegeta-
tion canopy to the ceptometer. The above- and below-
canopy ceptometer measurements are used to compute
the Leaf-Area-Index (LAI) at the sample location. The
greater the amount of vegetation, the greater the LAI.
Interestingly, all of these measurement techniques are
non-destructive (i.e., vegetation clipping or harvesting
is not required).   

Data collection by scientists in the field or by instru-
ments placed in the field provides much of the data for
physical, biological, and social science research. How-
ever, it is important to remember that no matter how
careful the scientist is, error may be introduced during
the in situ data-collection process. First, the scientist in
the field can be intrusive. This means that unless great
care is exercised, the scientist can actually change the
characteristics of the phenomenon being measured
during the data-collection process. For example, a sci-
entist collecting a vegetation spectral reflectance read-
ing could inadvertently step on the sample site,
disturbing the vegetation prior to data collection. 

Scientists may also collect data in the field using biased
procedures. This introduces method-produced error. It
could involve the use of a biased sampling design or
the systematic, improper use of a piece of equipment.
Finally, the in situ data-collection measurement device
may be calibrated incorrectly. This can result in serious
measurement-device calibration error. 

Intrusive in situ data collection, coupled with human
method-produced error and measurement-device mis-
calibration, all contribute to in situ data-collection er-
ror. Therefore, it is a misnomer to refer to in situ data
as ground truth data. Instead, we should simply refer

to it as in situ ground reference data, acknowledging
that it contains error.

 Remote Sensing Data 
Collection

Fortunately, it is possible to collect information about
an object or geographic area from a distant vantage
point using remote sensing instruments (Figure 1-2).
Remote sensing data collection was originally per-
formed using cameras mounted in suborbital aircraft.
Photogrammetry was defined in the early editions of
the Manual of Photogrammetry as:

the art or science of obtaining reliable measure-
ment by means of photography (American So-
ciety of Photogrammetry, 1952; 1966).

Photographic interpretation is defined as: 

the act of examining photographic images for
the purpose of identifying objects and judging
their significance (Colwell, 1960).

Remote sensing was formally defined by the American
Society for Photogrammetry and Remote Sensing
(ASPRS) as: 

the measurement or acquisition of informa-
tion of some property of an object or phenom-
enon, by a recording device that is not in
physical or intimate contact with the object or
phenomenon under study (Colwell, 1983).

In 1988, ASPRS adopted a combined definition of pho-
togrammetry and remote sensing:

Photogrammetry and remote sensing are the
art, science, and technology of obtaining reli-
able information about physical objects and
the environment, through the process of re-
cording, measuring and interpreting imagery
and digital representations of energy patterns
derived from non-contact sensor systems (Col-
well, 1997).

But where did the term remote sensing come from? The
actual coining of the term goes back to an unpublished
paper in the early 1960s by the staff of the Office of
Naval Research (ONR) Geography Branch (Pruitt,
1979; Fussell et al., 1986). Evelyn L. Pruitt was the au-
thor of the paper. She was assisted by staff member
Walter H. Bailey. Aerial photo interpretation had be-
come very important in World War II. The space age
was just getting under way with the 1957 launch of
Sputnik (U.S.S.R.), the 1958 launch of Explorer 1
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4 INTRODUCTORY DIGITAL IMAGE PROCESSING

(U.S.), and the collection of photography from the then
secret CORONA program initiated in 1960 (Table 1-1,
page 11). In addition, the Geography Branch of ONR
was expanding its research using instruments other
than cameras (e.g., scanners, radiometers) and into re-
gions of the electromagnetic spectrum beyond the visi-
ble and near-infrared regions (e.g., thermal infrared,
microwave). Thus, in the late 1950s it had become ap-
parent that the prefix “photo” was being stretched too
far in view of the fact that the root word, photography,
literally means “to write with [visible] light” (Colwell,
1997). Evelyn Pruitt (1979) wrote:

The whole field was in flux and it was difficult
for the Geography Program to know which
way to move. It was finally decided in 1960 to
take the problem to the Advisory Committee.
Walter H. Bailey and I pondered a long time
on how to present the situation and on what to
call the broader field that we felt should be en-
compassed in a program to replace the aerial
photointerpretation project. The term ‘photo-
graph’ was too limited because it did not cover
the regions in the electromagnetic spectrum
beyond the ‘visible’ range, and it was in these
nonvisible frequencies that the future of inter-
pretation seemed to lie. ‘Aerial’ was also too
limited in view of the potential for seeing the
Earth from space.

The term remote sensing was promoted in a series of
symposia sponsored by ONR at the Willow Run Labo-
ratories of the University of Michigan in conjunction
with the National Research Council throughout the
1960s and early 1970s, and has been in use ever since
(Estes and Jensen, 1998). 

Remote sensing instruments such as cameras, multi-
spectral and hyperspectral sensors, thermal-infrared
detectors, Radio Detection and Ranging (RADAR)
sensors, and Light Detection and Ranging (LiDAR)
instruments are flown onboard satellites or suborbital
aircraft such as airplanes, helicopters, and Unmanned
Aerial Vehicles (UAVs) (Figure 1-2). Sound Navigation
and Ranging (SONAR) sensors are placed onboard
ships and submarines to map the bathymetry of sub-
surface terrain. 

Observations About Remote Sensing
The following brief discussion focuses on various terms
found in the formal definitions of remote sensing.

Remote Sensing: Art and/or Science? 
Science: A science is a broad field of human knowl-
edge concerned with facts held together by principles
(rules). Scientists discover and test facts and principles
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platform 
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or materials 
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 Remote 
sensing 

instrument

Orbital
 platform 
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FIGURE 1–2 A remote sensing instrument collects informa-
tion about an object or phenomenon within the IFOV of the 
sensor system without being in direct physical contact with 
it. The remote sensing instrument may be located just a few 
meters above the ground or onboard an aircraft or satellite 
platform.

M01_JENS8160_04_CH01_p001-036.pdf  4



CHAPTER 1  REMOTE SENSING AND DIGITAL IMAGE PROCESSING 5

by the scientific method, an orderly system of solving
problems. Scientists generally feel that any subject that
humans can study by using the scientific method and
other special rules of thinking may be called a science.
The sciences include 1) mathematics and logic, 2) physi-
cal sciences, such as physics and chemistry, 3) biological
sciences, such as botany and zoology, and 4) social sci-
ences, such as geography, sociology, and anthropology
(Figure 1-3a). Interestingly, some persons do not con-
sider mathematics and logic to be sciences. But the

fields of knowledge associated with mathematics and
logic are such valuable tools for science that we cannot
ignore them. The human race’s earliest questions were
concerned with “how many” and “what belonged to-
gether.” They struggled to count, to classify, to think
systematically, and to describe exactly. In many re-
spects, the state of development of a science is indicat-
ed by the use it makes of mathematics. A science seems
to begin with simple mathematics to measure, then
works toward more complex mathematics to explain.

Physical
 Sciences  

Mathematics
 and Logic

Biological 
Sciences

Social
Sciences

Remote
Sensing

GIS

Geodesy and
Surveying

Cartography

Allied Mapping Sciences

b. Geodesy and surveying.

c. Cartography and Geographic Information Systems (GIS). d. Remote sensing.

Landsat 7

Acrimsat

SORCE
Terra

EO1

Calipso
QuikScat

OSTM

Aura

CloudSat

Aqua

a. Interaction of the geographic information sciences 
(GISciences) as they relate to the other sciences.

GPS
satellite

FIGURE 1–3 a) Interaction model depicting the relationship of the geographic information sciences (geodesy, surveying, car-
tography, GIS, and remote sensing) as they relate to mathematics and logic and the physical, biological, and social sciences. 
b) Geodesy and surveying provide geodetic control and detailed local geospatial information. c) Cartographers map geospa-
tial information and Geographic Information Systems are used to model geospatial information. d) Satellite and suborbital re-
mote sensing systems provide much of the useful geospatial information used by cartographers, GIS practitioners, and other 
scientists. 
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6 INTRODUCTORY DIGITAL IMAGE PROCESSING

Remote sensing is a tool or technique similar to mathe-
matics. Using sophisticated sensors to measure the
amount of electromagnetic energy exiting an object or
geographic area from a distance and then extracting
valuable information from the data using mathemati-
cally and statistically based algorithms is a scientific
activity. Remote sensing functions in harmony with
several other geographic information sciences (often
referred to as the GISciences), including geodesy, sur-
veying, cartography, and Geographic Information Sys-
tems (GIS) (Figure 1-3b-d). The model shown in
Figure 1-3a suggests there is interaction between the
mapping sciences, where no subdiscipline dominates
and all are recognized as having unique yet overlapping
areas of knowledge and intellectual activity as they are
used in physical, biological, and social science re-
search.

Significant advances will continue to be made in all of
these technologies. In addition, the technologies will
become more integrated with one another. For exam-
ple, GIS network analysis applications have benefited
tremendously from more accurate road network cen-
terline data obtained using GPS units mounted on spe-
cially prepared cars or derived from high spatial
resolution remote sensor data. Entire industries are
now dependent on high spatial resolution satellite and
airborne remote sensor data as geographic background
imagery for their search engines (e.g., Google Earth,
Google Maps, Bing Maps). Remote sensing data collec-
tion has benefited from advancements in GPS mea-
surements that are used to improve the geometric
accuracy of images and image-derived products that
are used so heavily in GIS applications. Terrestrial sur-
veying has been revolutionized by improvements in
GPS technology, where measurements as accurate as
+1 to 3 cm in x, y, and z are now possible. 

The theory of science suggests that scientific disciplines
go through four classic developmental stages. Wolter
(1975) suggested that the growth of a scientific disci-
pline, such as remote sensing, that has its own tech-
niques, methodologies, and intellectual orientation
seems to follow the sigmoid or logistic curve illustrated
in Figure 1-4. The growth stages of a scientific field are:
Stage 1—a preliminary growth period with small incre-
ments of literature; Stage 2—a period of exponential
growth when the number of publications doubles at
regular intervals; Stage 3—a period when the rate of
growth begins to decline but annual increments remain
constant; and Stage 4—a final period when the rate of
growth approaches zero. The characteristics of a schol-
arly field during each of the stages may be briefly de-
scribed as follows: Stage 1—little or no social
organization; Stage 2—groups of collaborators and ex-
istence of invisible colleges, often in the form of ad hoc
institutes, research units, etc.; Stage 3—increasing spe-

cialization and increasing controversy; and Stage 4—
decline in membership in both collaborators and invis-
ible colleges. 

Using this logic, it appears that remote sensing is in
Stage 2, experiencing exponential growth since the
mid-1960s with the number of publications doubling at
regular intervals. Empirical evidence consists of: 1) the
organization of many specialized institutes and centers
of excellence associated with remote sensing, 2) the or-
ganization of numerous professional societies devoted
to remote sensing research, 3) the publication of nu-
merous new scholarly remote sensing journals, 4) sig-
nificant technological advancement such as improved
sensor systems and methods of image analysis, and 5)
robust self-examination. We may be approaching Stage
3 with increasing specialization and theoretical contro-
versy. However, the rate of growth of remote sensing
has not begun to decline. In fact, there has been a tre-
mendous surge in the numbers of persons specializing
in remote sensing and commercial firms using remote
sensing during the last three decades. Significant im-
provements in the spatial resolution of satellite remote
sensing (e.g., high resolution 1 × 1 m panchromatic da-
ta) has brought even more social science GIS practitio-
ners into the fold. Hundreds of new peer-reviewed
remote sensing research articles are published every
month.

Art: The process of visual photo or image interpreta-
tion brings to bear not only scientific knowledge, but
all of the background that a person has obtained
through his or her lifetime. Such learning cannot be
measured, programmed, or completely understood.
The synergism of combining scientific knowledge with
the real-world analyst experience allows the interpreter
to develop heuristic rules of thumb to extract valuable

Stage 1 Stage 2 Stage 3 Stage 4

Time 

A
ct

iv
it

y

Developmental Stages of a Scientifc Discipline 

FIGURE 1–4 Developmental stages of a scientific discipline 
(Source: Wolter, 1975; Jensen and Dahlberg, 1983).
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CHAPTER 1  REMOTE SENSING AND DIGITAL IMAGE PROCESSING 7

information from the imagery. It is a fact that some im-
age analysts are superior to other image analysts be-
cause they: 1) understand the scientific principles
better, 2) are more widely traveled and have seen many
landscape objects and geographic areas, and/or 3) can
synthesize scientific principles and real-world knowl-
edge to reach logical and correct conclusions. Thus, re-
mote sensing image interpretation is both an art and a
science. 

Information About an Object or Area
Sensors can obtain very specific information about an
object (e.g., the diameter of an oak tree crown) or the
geographic extent of a phenomenon (e.g., the polygo-
nal boundary of an entire oak forest). The electromag-
netic energy emitted or reflected from an object or
geographic area is used as a surrogate for the actual
property under investigation. The electromagnetic en-
ergy measurements are typically turned into informa-
tion using visual and/or digital image processing
techniques. 

The Instrument (Sensor)
Remote sensing is performed using an instrument, of-
ten referred to as a sensor. The majority of remote
sensing instruments record electromagnetic radiation
(EMR) that travels at a velocity of 3 × 108 m s–1 from
the source, directly through the vacuum of space or in-
directly by reflection or reradiation to the sensor. The
EMR represents a very efficient high-speed communi-
cations link between the sensor and the remote phe-
nomenon. In fact, we know of nothing that travels
faster than the speed of light. Changes in the amount
and properties of the EMR become, upon detection by
the sensor, a valuable source of data for interpreting
important properties of the phenomenon (e.g., temper-
ature, color). Other types of force fields may be used in
place of EMR, such as acoustic (sonar) waves. Howev-
er, the majority of remotely sensed data collected for
Earth resource applications is the result of sensors that
record electromagnetic energy.

Distance: How Far Is Remote?
Remote sensing occurs at a distance from the object or
area of interest. Interestingly, there is no clear distinc-
tion about how great this distance should be. The inter-
vening distance could be 1 cm, 1 m, 100 m, or more
than 1 million m from the object or area of interest.
Much of astronomy is based on remote sensing. In
fact, many of the most innovative remote sensing sys-
tems and visual and digital image processing methods
were originally developed for remote sensing extrater-
restrial landscapes such as the moon, Mars, Saturn, Ju-
piter, etc. (especially by NASA’s Jet Propulsion
Laboratory personnel). This text, however, is con-
cerned primarily with remote sensing of the terrestrial

Earth, using sensors that are placed on suborbital air-
breathing aircraft or orbital satellite platforms placed
in the vacuum of space.

Remote sensing and digital image processing tech-
niques can also be used to analyze inner space. For ex-
ample, an electron microscope can be used to obtain
photographs of extremely small objects on the skin, in
the eye, etc. An x-ray instrument is a remote sensing
system where the skin and muscle are like the atmo-
sphere that must be penetrated, and the interior bone
or other matter is the object of interest. 

Remote Sensing Advantages and 
Limitations
Remote sensing has several unique advantages as well
as some limitations. 

Advantages
Remote sensing is unobtrusive if the sensor is passively
recording the electromagnetic energy reflected from or
emitted by the phenomenon of interest. This is a very
important consideration, as passive remote sensing
does not disturb the object or area of interest. 

Remote sensing devices are programmed to collect
data systematically, such as within a single 9 × 9 in.
frame of vertical aerial photography or a matrix (ras-
ter) of Landsat 5 Thematic Mapper data. This system-
atic data collection can remove the sampling bias
introduced in some in situ investigations. 

Remote sensing science is also different from cartogra-
phy or GIS because these sciences rely on data ob-
tained or synthesized by others. Remote sensing
science can provide fundamental, new scientific data or
information. Under controlled conditions, remote
sensing can provide fundamental biophysical informa-
tion, including: x, y location, z elevation or depth, bio-
mass, temperature, moisture content, etc. In this sense,
remote sensing science is much like surveying, provid-
ing fundamental information that other sciences can
use when conducting scientific investigations. However,
unlike much of surveying, the remotely sensed data can
be obtained systematically over very large geographic
areas rather than just single-point observations. In
fact, remote sensing–derived information is now criti-
cal to the successful modeling of numerous natural
(e.g., water-supply estimation; eutrophication studies;
nonpoint source pollution) and cultural (e.g., land-use
conversion at the urban fringe; water-demand estima-
tion; population estimation; food security) processes
(NRC, 2007a; 2009). A good example is the digital ele-
vation model that is so important in many spatially-
distributed GIS models. Digital elevation models are
now produced mainly from light detection and ranging
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8 INTRODUCTORY DIGITAL IMAGE PROCESSING

(LiDAR) (e.g., Renslow, 2012), stereoscopic aerial
photography, RADAR measurements, or Interfero-
metric Synthetic Aperture Radar (IFSAR) imagery. 

Limitations
Remote sensing science has limitations. Perhaps the
greatest limitation is that it is often oversold. Remote
sensing is not a panacea that will provide all the infor-
mation needed to conduct physical, biological, or so-
cial science research. It simply provides some spatial,
spectral, and temporal information of value in a man-
ner that is hopefully efficient and economical.

Human beings select the most appropriate remote
sensing system to collect the data, specify the various
resolution(s) of the remote sensor data, calibrate the
sensor, select the satellite or suborbital platform that
will carry the sensor, determine when the data will be
collected, and specify how the data are processed.
Therefore, human method-produced error may be in-
troduced as the remote sensing instrument and mission
parameters are specified. 

Powerful active remote sensor systems that emit their
own electromagnetic radiation (e.g., LiDAR, RADAR,
SONAR) can be intrusive and affect the phenomenon
being investigated. Additional research is required to
determine how intrusive these active sensors can be. 

Remote sensing instruments may become uncalibrated,
resulting in uncalibrated remote sensor data. Finally,
remote sensor data may be relatively expensive to col-
lect and analyze. Hopefully, the information extracted
from the remote sensor data justifies the expense. The
greatest expense in a typical remote sensing investiga-
tion is for well-trained image analysts, not remote sen-
sor data.

 The Remote Sensing 
Process

Scientists have been developing procedures for collect-
ing and analyzing remotely sensed data for more than
150 years. The first photograph from an aerial plat-
form (a tethered balloon) was obtained in 1858 by the
Frenchman Gaspard Felix Tournachon (who called
himself Nadar). Significant strides in aerial photogra-
phy and other remote sensing data collection took
place during World Wars I and II, the Korean Conflict,
the Cuban Missile Crisis, the Vietnam War, the Gulf
War, the war in Bosnia, and the war on terrorism. Basi-
cally, military contracts to commercial companies re-
sulted in the development of sophisticated electro-
optical multispectral remote sensing systems and ther-
mal infrared and microwave (radar) sensor systems

whose characteristics are summarized in Chapter 2.
While the majority of the remote sensing systems may
have been initially developed for military reconnais-
sance applications, the systems are now also heavily
used for monitoring the Earth’s natural resources. 

The remote sensing data-collection and analysis proce-
dures used for Earth resource applications are often
implemented in a systematic fashion that can be
termed the remote sensing process. The procedures in
the process are summarized here and in Figure 1-5: 

• The hypothesis to be tested is defined using a spe-
cific type of logic (e.g., inductive, deductive) and an
appropriate processing model (e.g., deterministic,
stochastic).

• In situ and collateral information necessary to cali-
brate the remote sensor data and/or judge its geo-
metric, radiometric, and thematic characteristics are
collected. 

• Remote sensor data are collected passively (e.g., dig-
ital cameras) or actively (e.g., RADAR, LiDAR)
using analog or digital remote sensing instruments,
ideally at the same time as the in situ data. 

• In situ and remotely sensed data are processed using
a variety of techniques, including: a) analog image
processing, b) digital image processing, c) modeling,
and d) n-dimensional visualization.

• Metadata, processing lineage, and the accuracy of
the information are provided and the results com-
municated using images, graphs, statistical tables,
GIS databases, Spatial Decision Support Systems
(SDSS), etc. 

It is useful to review the characteristics of these remote
sensing process procedures.

Statement of the Problem
Sometimes the general public and even children look at
aerial photography or other remote sensor data and ex-
tract useful information. They do this without a formal
hypothesis in mind. Often, however, they interpret the
imagery incorrectly because they do not understand
the nature of the remote sensing system used to collect
the data or appreciate the vertical or oblique perspec-
tive of the terrain recorded in the imagery. 

Scientists who use remote sensing, on the other hand,
are usually trained in the scientific method—a way of
thinking about problems and solving them. They use a
formal plan that typically has at least five elements: 1)
stating the problem, 2) forming the research hypothesis
(i.e., a possible explanation), 3) observing and experi-
menting, 4) interpreting data, and 5) drawing conclu-
sions. It is not necessary to follow this formal plan
exactly. 
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The scientific method is normally used in conjunction
with environmental models that are based on two pri-
mary types of logic:

• deductive logic, and
• inductive logic.

Models based on deductive and/or inductive logic can
be further subdivided according to whether they are
processed deterministically or stochastically. Some sci-
entists extract new thematic information directly from
remotely sensed imagery without ever explicitly using
inductive or deductive logic. They are just interested in
extracting information from the imagery using appro-
priate methods and technology. This technological ap-
proach is not as rigorous, but it is common in applied
remote sensing. The approach can also generate new
knowledge.

Remote sensing is used in both scientific (inductive and
deductive) and technological approaches to obtain
knowledge. There is discussion as to how the different

types of logic used in the remote sensing process yield
new scientific knowledge (e.g., Fussell et al., 1986; Cur-
ran, 1987; Fisher and Lindenberg, 1989; Dobson,
1993; Skidmore, 2002; Wulder and Coops, 2014).

Identification of In situ and Remote 
Sensing Data Requirements
If a hypothesis is formulated using inductive and/or de-
ductive logic, a list of variables or observations are
identified that will be used during the investigation. In
situ observation and/or remote sensing may be used to
collect information on the most important variables. 

Scientists using remote sensing technology should be
well trained in field and laboratory data-collection pro-
cedures. For example, if a scientist wants to map the
surface temperature of a lake, it is usually necessary to
collect accurate empirical in situ lake-temperature mea-
surements at the same time the remote sensor data are
collected. The in situ data may be used to: 1) calibrate

• Formulate Hypothesis
       (if  appropriate)

• Select Appropriate Logic
  - Inductive and/or
  - Deductive
  - Technological

• Select Appropriate Model
  - Deterministic 
         - Empirical
         - Know ledge-based
         - Process-based
  - Stochastic

• In Situ Measurements
    - Field (e.g., x, y, z from GPS, 
         biomass, refectance)
    - Laboratory (e.g., refectance,              
         leaf  area index)

 • Collateral Data 
    - Digital elevation models 
    - Soil maps
    - Surfcial geology maps
    - Population density, etc.
        
• Remote Sensing 
    - Passive analog
         - Frame camera
         - Videography
    - Passive digital 
         - Frame camera
         - Scanners
 - Multispectral
 - Hyperspectral
         - Linear and area arrays
               - Multispectral
 - Hyperspectral
    - Active
         - Microw ave (RADAR)
         - Laser (LiDAR)
         - Acoustic (SONAR)

• Analog (Visual) Image Processing
     - Using the Elements of 
          Image Interpretation 

• Digital Image Processing
     - Preprocessing
            - Radiometric Correction
            - Geometric Correction
     - Enhancement
     - Photogrammetric analysis
     - Parametric, such as:
            - Maximum likelihood
     - Nonparametric, such as:
            - Artifcial neural netw orks
    - Nonmetric, such as:
            - Expert systems 
            - Decision-tree classifers
            - Machine learning            
     - Hyperspectral analysis
     - Change detection
     - Modeling
            - Using GIS data
            - Scene modeling 
     - Scientifc geovisualization
            - 1, 2, 3,  and n dimensions

• Hypothesis Testing
     - Accept or reject hypothesis

• Image Metadata
     - Sources 
     - Processing lineage

• Accuracy Assessment
     - Geometric
     - Radiometric
     - Thematic 
     - Change detection

• Analog and Digital
     - Images 
          - Unrectifed
          - Orthoimages
     - Orthophotomaps
     - Thematic maps
     - GIS databases
     -  Animations 
     -  Simulations

• Statistics
     - Univariate
     - Multivariate

• Graphs
     - 1, 2, and 3 dimensions 

Information 
Presentation

Data 
Collection

Statement of
the Problem

Data-to-Information Conversion

The Remote Sensing Process

FIGURE 1–5 Scientists generally use the remote sensing process to extract information from remotely-sensed images.

M01_JENS8160_04_CH01_p001-036.pdf  9




